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dynamic range of the analog-to-digital converter. Several of the methods suggest% 
solvent peak suppression involve selective irradiation, either to saturate the solvent 
resonance (Z-11) or to avoid exciting it (12-1.5). One of the principal advantages 
claimed for the new technique of correlation spectroscopy (16-18) is this ability to 
examine a spectrum without allowing the transmitter frequency to sweep through the 
strong solvent line. 

A severe limitation on the applicability of NMR to large molecules is the complexity 
that results from the crowding together of many overlapping spin multiplets. This 
problem has provided the impetus for the development of very high field s~~ercon$~~t- 
ing solenoids for the study of biologically significant systems. The growing interest in 
proton-coupled carbon-13 spectra (20-26) provides an illustration of this p~~b~ern, 
since even in relatively simple molecules there can be severe overlap of spin multi~~ets. 
Frequently this can be the most important factor limiting the size of molecule which 
may be studied. When heteronuclear spin coupling is responsible for the overlap 
problem, selective excitation methods can provide a solution. 

Wideband proton irradiation collapses the multiplet structure of carbon- 13 spectra, 
giving a significant sensitivity improvement at the expense of the loss of ah proton- 
carbon coupling information. This means that carbon-13 chemical shifts are available 
after relatively short periods of signal averaging. Knowledge of the chemical shifts 
makes it possible to unravel complex proton-coupled spectra by a simple combination 
of selective excitation and gated decoupling (27-30). The carbon-13 muhiplets are 
collapsed by proton irradiation, leaving one resonance for each chemically distinct site. 
One such resonance is excited selectively, and the decoupler is then switched off to 
allow free precession under proton-coupled conditions. Fourier transformation of the 
resultant free-induction decay generates a multiplet “subspectrum” corresponding to the 
chosen carbon site. A series of such subspectra may be assembled, one for each 
chemical shift frequency; their sum is just the normal full proton-coupled spectrum. The 
effect of the sequence of experiments is to decompose the spectrum into its components, 
revealing in full all the information previously obscured by overlap. 

This technique is clearly applicable to multiplet structure that is partly dipolar in 
origin, as in spectra of partially oriented molecules in a liquid-crystal phase. Excitation 
of partial spectra in this fashion can also be important when very high resolution is 
required over a relatively narrow spectral region, for it permits very fine digitization to 
be used in the frequency domain without introducing aliasing problems (30). 

Additional information about proton-coupled carbon-13 multiplets may be obtained 
by selective pulsed double-resonance techniques, such as selective population transfer 
(31-39). These methods allow the relative signs of proton-carbon coupling constants to 
be determined using “soft” selective pulses in the proton spectrum. The analogous 
experiments are well known in proton magnetic resonance (40). Selective irradiation is 
also important in the study of chemical exchange processes by following the transfer of 
saturated magnetization, first proposed by For&n and Hoffman (41-44). 

Tne study of relaxation mechanisms is another field where the pulse sequence used to 
perturb the spin system may be required to be frequency selective (45-59). Cross- 
relaxation effects in the spin-lattice relaxation of protons may be studied by comparing 
the recovery after a selective population inversion pulse with the recovery after a 
completely nonselective pulse (60-6.5). The analysis is particularly simple if only the 
initial rates are considered. More detailed insight into cross-relaxation is obtained if the 
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relaxation after multiple selective population inversions is studied. Information on 
molecular structure and dynamics is available from such experiments. 

The determination of spin-spin relaxation times in the presence of homonuclear spin- 
spin coupling by spin echo methods is greatly hampered by J modulation of the echoes 
(66-69). This modulation normally disappears if the chemically shifted groups are 
examined individually by means of a pulse sequence in which excitation and refocusing 
pulses are frequency selective (69). 

Spin locking, or forced transitory precession (70--77), is an attractive alternative 
method for studying spin-spin relaxation in liquids, avoiding the modulation effects 
encountered with spin echoes. Since the spin-locking radiofrequency field must be 
applied for times comparable with the spin-spin relaxation time T,, and must be strong 
compared with the range of chemical shifts to be studied, considerable problems with 
radiofrequency heating of the sample arise. This difficulty is circumvented if a 
frequency-selective experiment is performed, exciting the chemically shifted spin 
multiplets one at a time, with a radiofrequency field strong compared with the multiplet 
splitting but weak compared with the chemical shift difference of the nearest group (46, 
77). 

Finally there are some important experiments that require the radiofrequency 
excitation to be restricted to certain geometrical regions of the sample. One such 
technique is that of spin mapping (78-84) or zeugmatography (8589), the deter- 
mination of the density of nuclei (usually protons in water) inside an object as a function 
of the spatial coordinates, by examining the NMR signals in the presence of strong 
applied static field gradients. Several such methods (80, 84) use selective irradiation 
schemes to saturate or excite selected small regions of the sample. Variation of the 
irradiation frequency or the magnetic field gradients allows the coordinates of this 
chosen region to be scanned, thus mapping out the spin density within the sample. The 
speed with which the selective pulse sequence can be computed is a critical factor in the 
attainable sensitivity of one embodiment of this experiment (84) and for this purpose a 
simplified sequence would be preferable to the full synthesized excitation technique of 
Tomlinson and Hill (I#). 

A related technique in the field of high-resolution NMR would be to restrict the 
effective sample volume by selective excitation in both natural field gradients and 
superimposed strong applied gradients. The nuclear spin response would be monitored 
with the imposed gradients removed. If the imposed gradients are chosen so as to match 
the dominant natural gradients, the sample region excited would correspond to a highly 
homogeneous field, and the signal from this region would transform to a spectrum 
where the linewidths were significantly narrower than the normal instrumental width, 
An equivalent physical reduction in the actual size of the sample is not usually possible 
since the shape and location of the region of high homogeneity are not known, and 
because of bulk susceptibility changes at the sample boundaries. These experiments are 
related to localized saturation, or “hole burning” (90-92), which has been used for 
precise measurement of frequency separations in high-resolution double resonance (91) 
and for approximate measurements of natural linewidths (92). 

1.2. Methods of Selective Excitation 
One of the first techniques used to excite a chosen resonance with a pulse while 

avoiding excitation of a nearby resonance was proposed for spin echo work by 
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Alexander (12). The principle is to use a relatively weak pulse of long dnrat~o~, 
calculated to give a 90” flip to the chosen resonance line, but a 360° flip to the 
neighboring line, which experiences an effective field in the rotating frame H,, = 4 
Redfield (13) has extended this idea to solvent peak suppression in Fourier transfQ~m 
NMR, using a computer to calculate the corrections for the phase and intensity 
distortions inherent in this method. 

For spectra with well-resolved groups of resonance lines, a simpler weak-abase 
method may be employed. The radiofrequency intensity is set so low that only the 
chosen group of lines is affected significantly, while all other groups are so far from 
resonance (AH 5 H,) that their excitation is negligible (45-59). In the limit of extremely 
weak pulses, it is possible to pick out one component line of a spin multiplet for 
excitation (46). These techniques were developed on conventional “continuous-wave” 
spectrometers with facilities for fine adjustment of the irradiation frequency; modern 
Fourier transform spectrometers do not normally have this capability. 

For Fourier transform spectrometers Tomlinson and Hill (14) have proposed a very 
general method in which the frequency spectrum of the excitation may be “tailore 
any desired pattern. The operator simply defines the desired excitation spectrum In the 
frequency domain, and the computer calculates the Fourier transform of this pattern 
and uses it to modulate the amplitude or the pulse width of a sequence of 
radiofrequency pulses. This “synthesized excitation” technique has been applied 
successfully to solvent peak suppression (14), transient and steady-state nuclear 
Overhauser effects (53), selective spin locking (77), and spin mapping(84). It remains 
the most versatile general method of selective excitation proposed to date, but it does 
have some drawbacks. The very generality of the frequency-domain excitation pattern 
requires that considerable computer storage be set aside to retain this information, 
typically halving the data space available for NMR signals. Furthermore, the provision 
of a pulse modulation scheme that has the required linearity is by no means trivial. 
Amplitude modulation requires that the radiofrequency ampiitier and probe response be 
linear, whereas conventional transmitters use “Class C” amplifiers and nonlinear probe 
networks to achieve good isolation between transmitter and receiver. Linear pulse width 
modulation is difficult to implement since the probe “Q” factor limits the minimunr 
pulse width that can be employed (93). The price paid for versatility is a considerable 
increase in instrumental complexity. 

However, a critical examination of applications of selective excitation suggests that 
complex excitation patterns are seldom needed, for the majority of experiments could be 
carried out with one (or perhaps two) effectively monochromatic irradiation fields. In 
conjunction with conventional nonselective pulses and radiofrequency phase inversion, 
it should be possible to perform the majority of selective excitation experiments without 
recourse to synthesized excitation. This “effectively monochromatic” irradiation, finely 
adjustable in frequency, can be achieved in an extremely simple manner with the 
minimum modification to a conventional Fourier transform spectrometer (28). This 
selective pulse sequence consists of a regular train of identical, short, strong radio- 
frequency pulses, each with flip angle a < 70’2 radians, spaced r set apart. Qnly those 
resonances that are offset from the transmitter by Av = n/z Hz, where n is an integer, 
are excited to a significant extent. The nature of this selectivity is examined in more 
detail in the next section, but a number of useful results may be derived relatively simply. 
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Fourier analysis of the pulse sequence shows that if the pulse widths dt are much less 
than the pulse interval z, then the selective pulse sequence is approximately equivalent to 
the superposition of a number of continuous radiofrequency signals with frequencies 
spaced l/r Hz apart, which can be regarded as “sidebands” symmetrically disposed 
with respect to the transmitter frequency at v,, v0 + l/r, v0 + 2/r, etc., each of amplitude 
H,dt/(dt + r), where H, is the pulse amplitude. For a magnetization close to one of 
these sideband conditions, the pulse sequence acts just like a weak selective pulse. A 
suitable choice of transmitter frequency v0 and repetition rate l/t will ensure that only 
one sideband (normally the first sideband at v0 + l/r) falls within the spectrum of 
interest. For nuclear magnetization components that are not in the immediate vicinity of 
one of the sidebands, the influence of the next-nearest sideband must also be taken into 
account and this simple picture breaks down. This situation has been treated for slow- 
passage NMR by Bloch and Siegert (94) and Ramsey (95). 

A more pictorial description of the effects of the selective pulse sequence may be 
obtained by following the motion of a macroscopic magnetization vector M at a 
frequency offset dv Hz from the transmitter. Each pulse nutates M through ct radians 
about the X axis of the rotating frame, while each pulse interval allows M to precess 
about the Z axis through 2rcAvr radians. If relaxation can be neglected during the 
relatively short total duration of the sequence, the motion is composed only of alternate 
rotations about the X and Z axes. It is readily seen that if M precesses through an 
integral number of complete revolutions during the interval r, successive pulses will find 
M in the YZ plane and their overall effect will be a cumulative rotation about the X axis 
in a number of small steps. This is the same effect as that of a weak field on resonance, 
the conditions 2nAvr = 27wr corresponding to the sideband condition Av = n/r described 
above. This condition achieves the maximum excitation. 

A magnetization at a more general offset Av = (2nn + f?)/2nr, will precess through an 
excess angle B in each pulse interval, being carried progressively further away from the 
YZ plane, which robs the pulses of their full cumulative effect. The fate of such 
components is readily illustrated by computer simulations based on the Bloch 
equations, neglecting relaxation. Figure 1 shows a family of such trajectories calculated 
for a sequence of 20 pulses with flip angle a = n/40 radians and pulse interval 2 msec. 
The “first sideband” condition is thus Av = 500 Hz, and the frame of reference is chosen 
to rotate at v0 + 500 Hz, in synchronism with the first sideband. The advantage of this 
particular rotating frame is that the family of magnetization vectors then precesses 
through only small “excess” angles 6’ between pulses, simplifying the trajectories. The 
vector for Av = 500 Hz then remains throughout in the YZ plane, so that after twenty 
pulses it has rotated from the Z axis to the Y axis, corresponding to a perfect selective 
90” pulse. Vectors only a few hertz away from this condition are curled away from the 
YZ plane, while vectors greater than 25 Hz distant execute small approximately circular 
trajectories near the Z axis, never having a significant component along the X or the Y 
axis of the rotating frame. 

These calculations can be extended to illustrate how the X component (dispersion) 
and Y component (absorption) of a magnetization M at the end of the sequence depen 
on the offset from the transmitter frequency v, (Fig. 2). The scale has been normalized 
with respect to the equilibrium magnetization M,, so that a 90° pulse at the exact 
sideband condition gives a transverse signal of unit intensity. Such diagrams may be 
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FIG. 1. Trajectories of magnetization vectors computed according to the Bloch equations and viewed in 
a frame of reference rotating at the “first sideband” frequency, V, + 500 Hz. The excitation was a train of 
twenty pulses of flip angle 640 radians each, spaced 2 msec apart. Trajectory (a) represents magnetizatjon 
exactly 500 Hz above the transmitter frequency r0 and it experiences a cumulative nutation of n/2 radians 
with no net precession between pulses. Trajectories (b) through (i) represent increasing offsets in steps of 
2.5 Hz up to a total of 520 Hz above v,,, the unlabeled trajectories representing the corresponding offsets 
below 500 Hz. 

termed “excitation spectra.” The weak oscillations in the flanks of the main excitation 
peak reflect the cyclic excursions noted in Fig. 1. It will be seen later that these 
excitation spectra are very similar to those obtained by Fourier transformation of the 
pulse sequence. 

6.3. Nomenclature 
In the search for a suitable name for the selective pulse sequence, a striking literary 

parallel with the type of magnetization trajectory discussed in Section 1.2 was 
discovered. The second section of Dante Alighieri’s “La Divina Gommedia,)9 the 
“Purgatorio,) describes a journey through Purgatory by Dante and Virgil, 
Purgatory consists of a series of ten circular ledges, one above the other, running 
around a mountain. Souls in Purgatory progress toward Heaven by circumnavigating 
each ledge before moving up to the next. This motion is the exact reverse of tbat 
undergone by the tip of a magnetization vector close to the first sideband condition of a 
ten-pulse selective pulse sequence, when viewed in a frame of reference rotating at t 
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FIG. 2. Frequency-domain excitation spectra corresponding to the pulse sequence used in Fig. 1, 
showing the Y and X components of magnetization immediately after the last pulse of a selective pulse 
sequence as a function of the offset from the transmitter frequency. The computer simulation was based on 
the Bloch equations, neglecting relaxation. Note that the number of weak maxima between the main 
excitation peaks of &fy is given by m-2, where m is the number of pulses in the sequence. 

transmitter frequency. The selective pulse sequence has thus acquired the name 
ANTE (Delays Alternating with Nutations for Tailored Excitation). A similar 

relationship has led to the naming of the spin-locking experiments to be described in 
Sections 2.3 and 3.5 after Dante’s Inferno, which has the form of a cone whose apex lies 
at the center of the earth. The trajectory of a magnetization during an INFERNO 
experiment (Irradiation of Narrow Frequency Envelopes by Repeated Nutation and 
Orbiting) lies on the surface of just such a cone (see Fig. 8). 

2. THEORY OF SELECTIVE EXCITATION 

2.1. General Treatment for an Arbitrary Excitation 
The problem of calculating the frequency dependence of the effects of a completely 

general radiofrequency perturbation H, (t) may be attacked in one of two basic ways. 
The first is to use the Bloch equations in the time domain to give an explicit solution for 
each individual frequency. This becomes progressively more difficult as N, (t) becomes 
more complicated, but for excitation methods such as the DANTE pulse sequence it 
can provide useful insights. It is difficult to derive analytical results in the time domain, 
and hence computer methods are required to produce quantitative excitation spectra. 

The second approach is to solve the problem in the frequency domain. Provided the 
response of the spin system remains approximately linear, the excitation spectrum of a 
perturbation H, (t) will be proportional to its Fourier transform. This result, much used 
in linear system theory, greatly facilitates the analytical treatment of selective excitation, 
and provides a ready conceptual link between the form of a pulse sequence and its 
excitation spectrum. 

The concepts of Fourier transformation have been widely used in magnetic resonance 
(see, for example, Ref. (2,1J, 47,97-IOI)), but do not appear to have been used in an 
analytical treatment of transient selective excitation. Various analyses of the steady- 
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state response to repetitive pulse sequences have been performed by other methods 
(102-105). Despite the fact that pulse Fourier transform spectrometers routinely 
operate in a nonlinear region of the spin response, considerable insight into frequency- 
selective effects may be achieved by examining the linear response. 

The most convenient starting point for a consideration of the selectivity that may be 
achieved in the frequency domain is the set of phenomenological equations of Bloeh 
(106) which describe magnetic resonance effects in terms of magnetization vectors, or 
isochromats, M(do). The response to a short “hard” radiofrequency pulse of flip angle 
a at time t = 0 may be described in terms of the magnetization components immediately 
before the pulse, M,-, M,,-, and M,-, The transient solution of the Bloch equations is 
then 

M,(t) = n/r,- cos a- My- sin a + MO [ 1 - exp(-t/T,)], L11 

M,(t) = (My- cos a cos dot + M,- sin a cos Aut - M,- sin dot) exp(--t/T,), f21 

M,(t) = (M,- cos Awt + My- cos a sin Aut + M,- sin a sin Awt)exp(-t/T& [3] 

If it can be assumed that M remains close to the 2 axis of the rotating reference frame, 
SO that M, CY M,, and that the flip angle a is small, so that sin a N a and cos it E l., then 
Eqs. [ll-I31 reduce to 

M,(t) = w), t41 

M,(t) = (M,,- cos dot + MO a cos Awt - M,- sin Aut) exp(-t/l;), I51 

M,(t) = (M,- cqs dot + My- sin Awt + MO a sin Awt)exp(-t/T& 161 

This impulse response may be written in terms of the complex transverse magnetization, 
4&): 

M,,(t) = M,(t) + iM,,(t) = (M,- + ihl, a) exp(-t/l;) exp(-idwt). i71 

An isochromat initially at thermal equilibrium subjected to a regular sequence of m 
short hard pulses of flip angle a, at times t, will generate transverse magnetization at the 
end of the sequence (t > t,J given by the expression 

M,,(t)= iam + am-,exp[-(t,- t,_,)/T,lexp[-iAw(t,- t,-Jl 
+ . . . + a,exp[-(t, - t,)lT,lexp[-iAw(t, - tJ1 bMoexpL--(t - t,)/TJ 

exp[--iAw(t - &)I, IS1 

where the operator exp is defined by 

exp(x) = ex 

exp(x) = 0 

for x < 0, 

for x > 0. 

Expression [Sl simplifies to 

M,,,(t) = MO F a, exp [--(t - t,)/T,l exp I--iAw(t - t,)]. is1 
il=l 
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It is possible to write this in terms of the convolution operation, defined as 

f(x) 0 g(x) = 7 j-(x’> gtx - x’> dx’, 
-co 

M,,(t) = iM, 5 a, &t - t,J 
> 

@ exp (-t/TJ exp (-iAot). ilO 
II=1 

This is an example of a general class of results in linear systems theory, linking the 
response R(t) to the excitation E(t) by means of the impulse response h(t) 

R(t) = E(t) @ h(t). 1111 

Equation 1101 may be converted into an expression of the form of Eq. [ill by 
considering a complex radiofrequency excitation H,(t)cos u,& where w0 is the angular 
frequency of the rotating frame of reference. In this frame the perturbing field is N,(t); it 
is considered to be composed of an infinite number of impulses dt set long, so that the 
impulse corresponding to time t’ has a flip angle a(f) = yH,(t’)dt. Conversion of the 
summation in Eq. I101 into an integral gives 

M,,,(t) = iM, t yH,(t’) s(t - t’) @ exp (-t/T,) exp (-iAot) dt’ 
--co 

= iM, #f,(t) @ exp (-tlTJ exp (-iAot). L1-21 

In this way the transverse magnetization M,,(t) resulting from an excitation H,(t) has 
been expressed in the general form of Eq. 111 I. 

Equation 1121 is a simple expression for the transverse magnetization due to an 
isochromat M of frequency Aw in the rotating frame, as a function of time. It may be 
expressed as a function of frequency M&lo) at a particular time t, by Fourier 
transformation of the right-hand side of Eq. 1121, using the identity 

f(0) = & ‘s? FWf(t)l do, 1131 
-cc 

where FT- indicates the Fourier transform operation, and FT+ the inverse Fourier 
transformation (107,108). This give.s for the transverse magnetization at time t, 

MJAu) = $ MdAu) ‘7 F’HH,(t - tJ @ exp (-t/T& exp (-iht)] da. [ 941 
-02 

This permits the convolution theorem (107, 108) to be used to separate the two 
functions on the right-hand side of Eq. 1121 

M&W) = 2 M,(dw) ‘7 FT-kH,(t - tJ1 FT-[exp (-t/T,) exp (-iAot)l dw. ll5E 
-co 

This may be expanded in terms of standard transforms to give 

Mx,tAd = $M,(Aw) +,m FT-[H,(t - tJ1 [A(w) @ 6(w + do)] dw, 
-cc 

1161 
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whereA(w)has been written for the complex Lorentzian 

d(w) = (T* - icoT,Z)/(l + w’T22). 

Equation 1161 may be rearranged by making use of the identity, easily 
writing the convolution explicitly and changing the order of integration. 

+a: 
-L ab)[b(o) 0 c(w)1 dw =$a(~4 @ b(-a)1 c(w) dw, 

with the result 

M&u) = ;Mo(h) +.Y {FT-LH,(~ - tJ1 @ A(-w)} &I + do) dw. 
-co 

This may be simplified by means of the integral representation of the 6 function: 

M&o) = (iy/2n)M,(dw)(FT-[H,(t - tl)l @A(o)t,=,,. 

If an excitation spectrum E(dw) is defined such that 

E(dco) = (iy/2n)FT- IH,(t - tJl@A(w), 

then Eqs. 1201 and [2 1 I may be simply written: 

M&lo) = M&h) B(Llo). 

If relaxation can be neglected during the period of application of the excitation H,(t), 
this leads to a particularly simple result. The transverse magnetization generated from 
an isochromat at a frequency dw is directly proportional to the Fourier component of 
the excitation H,(t) at that frequency: 

M,..(do) = iyM&lo) FT-IH,(t --&)I. 8231 
Thus the excitation of a spin system as a function of frequency is simply proportional to 
the Fourier transform of the radiofrequency excitation, provided that the excitation time 
is short compared to the relaxation times T, and Z”,, and that the net perturbation at any 
frequency is small. 

Equation [231 may be inverted to produce the pulse sequence necessary for a desired 
excitation spectrum E(dw): 

H,(t - tJ = (l/Q) FT+[E(dco)l. [2‘41 

This is the basis of the “synthesized excitation” experiment of Tomlinson and Hill (14); 
the effect of introducing T, relaxation is simply to restore the Lorentzian convolution 
term to Eq. 1201, thus limiting the “sharpness” of any excitation to the natural linewi 
(l/nTJ. It is of interest to note that as a result, the limiting linewidth obtainable in a 
selective excitation experiment is governed by T2 rather than by T2*, the decay constant 
due to static field inhomogeneity. This does not, however, lead of its own accord to any 
improvement in effective spectral resolution. 

The analysis presented above deals only with the Bloch case of noninteracting 
classical magnetizations. While adequate for most purposes (e.g., weakly coupled 
spectra, proton-decoupled carbon- 13 spectra), a variety of interesting experiments may 
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be envisaged involving strongly coupled systems, for which a more rigorous quantum 
mechanical approach would be necessary. Decoupling by a DANTE sequence and hole 
burning in strongly coupled systems fall into the latter category. 

2.2. The DANTE Pulse Sequence 
For a spin system close to equilibrium, Eq. 1221 describes the transverse 

magnetization generated by an excitation E(t), as a function of frequency. However, in 
many pulsed NMR experiments it is desirable to generate the maximum possible NM 
signal, in which case the spin response is grossly nonlinear. In such cases the analys 
presented in the preceding section is no longer valid, although it can often yield valuable 
qualitative results. 

The DANTE pulse sequence is a case in point. Consider first the predictions of the 
linear approximation applied to a regular sequence of m pulses of radiofrequency field 
.H, of duration At set spaced at intervals of r sec. This excitation can be represented in 
terms of some standard functions: an infinite train of 6 functions (At + r) set apart [the 
“shah” function of Bracewell (107)l multiplied by a window function of width m(At -I- r) 
set (Bracewell’s n function) and convoluted with a window of width At set (another p7 
function). The transforms of these standard functions are well known (another shah 
function and two sine functions, respectively) and the convolution theorem can thus be 
used to deduce the transform of the pulse sequence. 

In practice At is usually much less than r, so that the last multiplication by the sine 
function has very little effect in the frequency region of interest. This leads to a very 
simple form for the Fourier transform of the DANTE sequence: a series of 6 functions 
l/r Hz apart (the “sideband” frequencies mentioned earlier) convoluted with a complex 
sine function, the real part of which is llmr Hz wide between zero-crossing points. 
Figure 3 illustrates how the convolution theorem leads to this result. Note that 
transform of the overall window function has both a real and an imaginary part, since, 

Time domain Fourier -3------------cI Frequency domain 
transformation 

multiplied by convoluted with 

. ..I... e...--J- ---I. D 

equals equals 

FIG. 3. A graphical illustration of the use of the convolution theorem to derive the transform of a 
DANTE sequence with At G r. Since the DANTE sequence is the product of (a) and (b), Fourier 
transformation of (c) produces (f), the convolution of (d) with (e). Only the real parts of the functions are 
shown. 
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iscussed in the previous section, zero time is taken to mean the end sf the pulse 
sequence; only the real parts of the functions are shown in the diagram. 

Consider a practical example consisting of ten pulses of flip angle 0.0 1 radians. If r - 
msec, yHJ2z = 1.59 kHz and At = 1 psec; then since At < r it is possible to neglect 
multiplication by the second sine function. The spacing of the 6 functions is 500 Hz, and 
these are convoluted by the first sine function, which has a width of 50 Hz between the 
first zero crossings. If relaxation can be neglected, the excitation spectrum is given by 

E(Aw) = irH,lshah( l/z)@sinc( l/mr)l. I251 
For the above parameters the excitation maxima appear at offsets of 0, +500 
f 1000 Hz, etc., and have a magnitude M,jiW,, = 0.100. 

-0.1’ j 
+o.q 1 

-0.1 ' I 
5bo 

/ 1000 Hz d I / 500 1000 He 

a b 
FIG. 4. Comparison between the excitation spectra predicted by (a) Fourier transformation of the pulse 

sequence according to the linear approximation, and (b) computer simulation based on the Bloch equations, 
for a ten-pulse DANTE sequence with overall flip angle ma = 0.1 radians. 

This may be compared with the results of the pictorial approach described in Section 
1.2, which predicts a maximum Y magnetization of M,, sin (0.1) = 0.998 M,,. It can be 
seen that there is good agreement between the predictions of the two approaches, since 
for this case the deviation from M, N M, is small and the linear approximation is 
justified. This is illustrated in Fig. 4, which shows excitation spectra obtained by 
computer simulation according to the Bloch equations, compared with the calculation 
based on Eq. 1251. Figure 5 shows the improvement in frequency selectivity obtained 
increasing m to 50 for the same pulse interval as in Fig. 4 with a proportionately smaller 
flip angle. 

The effects of nonlinearity are made clear in Fig. 6, which shows computer-simulated 
spectra for ma = n/2 radians, equivalent to a selective 90” pulse on resonance, and 
normalized to M,IM, = 1. The excitation spectrum predicted by the linear 
approximation differs mainly in the excitation maxima, which have 44,/M, = 7t/2 rather 
than the observed M,,/M, = 1. Figure 6 shows (a) the excitation spectrum predicted for 
m = 20 pulses according to the linear approximation, (b) the trigonometric sine of (a), 
and (c) the computer-simulated excitation spectrum. For the DANTE sequence under 
these conditions it can be seen that the actual excitation spectrum may usefully be 
approximated by the sine of the predicted linear response: 

M,,(Au) = M, sin[E(Aw)l. 1261 
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FIG. 5. 4 comparison similar to that of Fig. 4, but for a fifty-pulse sequence at the same repetition rate, 
showing the improvement in selectivity in the frequency domain. Note that the duration of the pulse 
sequence has increased by a factor of 5. 

This approximation is particularly effective for the DANTE sequence because the 
degree of excitation is only large for a few evenly spaced frequencies. 

The linear approximation permits two useful practical conclusions to be drawn about 
the DANTE sequence. First, as comparison between Figs. 4 and 5 shows, the ratio of 
the excitation at an exact sideband frequency to that approximately midway between 
sidebands increases with m, the number of pulses in the sequence. Second, the frequency 
selectivity increases in direct proportion to mr, the overall duration of the sequence. 
This can be measured as the width between zeros of the real sine function, given by 
l/(mr) Hz, or as the width at half-height, which is approximately 0.64/(mr) Hz. These 
values are slightly changed when the effects of nonlinearity are taken into account. For a 

WA" 1000 0 # 
a b c 

FIG. 6. An illustration of the effect of nonlinearity on excitation spectra for a twenty-pulse DANTE 
sequence of total flip angle ma = n/2 radians. (a) The Fourier transform of the pulse sequence according to 
the linear approximation. (b) The trigonometric sine of (a). (c) The computer simulation based on the 
Bloch equations. Note that although the general features of (b) and (c) are similar, the main excitation 
peaks are broader in (b). 
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twenty-pulse DANTE sequence calculated to give a 90° pulse at exact resonance the 
width between zeros becomes about 0.92/(mr) Hz, and the width at half-heights 
0.57/(mr) Hz. 

However, since X magnetization appears in spectra as unwanted dispersion mode 
signals, a more useful guide to the selectivity of the pulse sequence is the absolute-valve 
excitation spectrum M,,(o) (See Fig. 7a). For small total flip angles the excitation 
maxima have a width between zeros of approximately 2/(mz) Hz, and a half-hei~bt 
width of 1.21/(mr) Hz. Figure 7a compares the total transverse magnetization and 
its components M, and MY as a function of frequency for the case of a twenty-pulse 
DANTE sequence. 

-1.0 I I 
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a b 
FIG. 7’. (a) Excitation spectra for a twenty-pulse DANTE sequence, derived from the Bloch equations. 

For many purposes the selectivity is best judged from the absolute-value signal M,,. (b) Excitation spectra 
corresponding to a single weak radiofrequency pulse of length 40 msec, equal to the total duration of the 
DANTE sequence used in (a), and of the same total flip angle n/2 radians. 

It can be seen from Fig. 6 that away from the excitation maxima the linear 
approximation gives predictions close to the computer-simulated excitation spectra 
based on the macroscopic magnetization vector diagram. This is to be expected, since 
vectors far from the excitation maxima remain close to the Z axis throughout the 
DANTE sequence, and the linear approximation is justified. 

Close to one of the sideband frequencies there is a better approximation than Eq. 1261 
available. Fourier analysis (rather than Fourier transformation) of the DANTE 
sequence shows a series of components spaced l/z Hz apart in tbe frequency domain. 
For magnetization near one of these components, the effect of the DANTE sequence is 
similar to that of a low-level radiofrequency pulse of intensity H,dt/(dt + r). Figure 7 
compares the computer-simulated excitation spectrum for a low-level radiofrequenc~ 
pulse with that computed for a DANTE sequence with the same overall duration, 
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Thus for most practical purposes approximations are available which adequately 
describe the NMR response to a DANTE sequence. For some other purposes, for 
example, hole burning or solvent peak saturation, a steady-state analysis of the response 
to a regular sequence of pulses would be applicable (103,105). For certain applications 
the pictorial simulations based on the Bloch equations offer the most revealing 
description of the NMR behavior. A good example is the selective spin-locking 
experiment using a long DANTE sequence, for here the relaxation effects may be 
displayed very clearly. 

2.3. The INFERNO experiment 
Spin locking, or forced transitory precession (70--76), is one of the most effective 

methods of measuring transverse relaxation times in liquids, being considerably more 
tolerant of instrumental imperfections than spin-echo methods (69). The basic 

TABLE 1 

SEQUENCE OF EVENTS FOR THE INFERNO EXPERIMENT 

(1) Wait for equilibrium 
(2) Pulse of flip angle a about X axis 
(3) Delay t 
(4) Repeat (2) and (3), m times 
(5) Pulse of flip angle /3 about Y axis 
(6) Delay z 
(7) Repeat (5) and (6), n times 
(8) Acquire and transform free-induction decay 

experiment consists in applying a 90” pulse to a magnetization, and then “locking” it in 
the transverse plane by applying a powerful radiofrequency field on resonance, phase 
shifted with respect to the 90’ pulse, so as to align both magnetization and radio- 
frequency fields along the same axis in the rotating frame. The principal disadvantage of 
the experiment is that in order to spin lock all the lines in a spectrum it is necessary to 
employ a field strong compared to the width of the spectrum, leading to problems with 
transmitter design, sample overheating, or off-resonance effects. 

These problems do not arise if resonances are studied individually, since then the only 
power requirement is that the radiofrequency field be strong compared to the linewidth 
(or multiplet width). This selective irradiation may be provided by a DANTE sequence, 
as in the INFERNO experiment (see Section 1.3). This uses tw-o consecutive DANTE 
pulse sequences, both having the same pulse interval z. The first, consisting of m pulses 
of flip angle cc, where mcc = n/2, selectively rotates one magnetization down to lie along 
the Y axis in the rotating frame. The second sequence consists of n pulses of flip angle ,4, 
ail shifted in radiofrequency phase by 90” with respect to the previous pulses, and 
provides a selective spin-locking field. In a typical experiment, m might be 50 and M 
several thousand. The sequence of events in an INFERNO experiment is summarized in 
Table 1. 

As mentioned earlier the most fruitful theoretical approach to use here is to consider 
the longer DANTE locking sequence as being equivalent to a number of continuous 
lowlevel signals at the sideband frequences v,, + n/r Hz. Close to resonance, the effects 
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FIG. 8. The computer-simulated trajectory of a magnetization vector in a spin-locking experiment carried 
out by the INFERNO pulse sequence, viewed in a frame rotating at the “first sideband” frequency, v,, + 
500 Hz. After the initial selective 7r/2 pulse, the spin-locking sequence used 7 = 2 msec and ,B = n/30 
radians. The calculation is based on the Bloch equations with P, = T, = 2 set, an offset of 499 Hz from v,, 
and a spin-locking time of 4 sec. 

I 

FIG. 9. A computer-simulated trajectory similar to Fig. 8, but with parameters changed in order to 
emphasize the zig-zig motion of the spin-locked magnetization, reflecting alternating periods of nutation 
and free precession. T, = 10 set; T, = 0.5 set; /3 = n/12 radians; z = 10 msec, and the offset is 99 Hz. The 
trajectory has been terminated after thirty pulses for the sake of clarity. 
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of one of these signals will predominate, and the experiment becomes equivalent to using 
a spin-locking field of intensity equal to the full transmitter power multiplied by the 
DANTE sequence duty cycle At/(At + r). Thus by a suitable choice of /3 and r any 
apparent spin-locking field strength may be obtained without changing the experimental 
hardware. 

Figure 8 illustrates the trajectory of a magnetization close to resonance during an 
INFERNO experiment in a frame of reference rotating at the first sideband frequency, 
just as in Fig. 1. The effect of using a DANTE sequence rather than a low-level 
continuous field is to superimpose rapid small oscillations on the normal smoothly 
decaying spiral trajectory about the tilted effective field in the rotating frame. Figure 9 
shows a similar experiment simulated using fewer pulses of larger flip angle in order to 
emphasize this zig-zag motion. The essence of the spin-locking experiment here is seen 
to lie in competition between rotation about the Y axis (nutation about the 
radiofrequency field) and about the Z axis (free precession due to the offset from 
resonance). It is this competition which prevents the dephasing of isochromats by 
forcing them to remain close to the Y axis in the rotating frame, counteracting the 
effects of static field inhomogeneity. 

3. APPLICATIONS OF THE SELECTIVE PULSE SEQUENCE 

3.1. Instrumental 

All spectra were obtained on a Varian CFT-20 spectrometer operating at 20 MHz for 
carbon-I3 and near 80 MHz for protons. The spectrometer had been slightly modified 
to improve the timing stability of the pulse generator but these changes are probably not 
essential for the applications described below. The selective pulse sequence requires 
small flip angles of the order of a few degrees each, and since the CFT-20 is designed to 
give a minimum pulse width of 1 psec, it was found advantageous for most experiments 
to insert a resistive attenuator between the 20-MHz transmitter and the probe. This 
reduced the radiofrequency level such that a 90” pulse increased from 20 to 150 psec. A 
more elegant solution (771 might be to generate pulses of small flip angle as a 
combination of two larger pulses 180” out of phase, so that the net nutation angle 
represents the difference in pulse widths. This would have the advantage of reducing 
problems of slow rise time and “phase glitch” effects (93). 

A very simple software routine times a regular sequence of short pulses at a repetition 
rate determined by the offset of the chosen line from the transmitter frequency. In a case 
where the higher-order “sidebands” might accidentally irradiate other lines, it is 
sufficient to reset the transmitter frequency and readjust the repetition rate accordingly. 
The procedure is analogous to that used with field- or frequency-modulation sidebands 
in continuous-wave spectrometers. The selectivity of the irradiation in the frequency 
domain is determined by the overall duration of the pulse sequence. For example, a 
selectivity of the order of 1 Hz is achieved with a pulse sequence of duration 1 set, the 
number of pulses in the sequence being determined by the repetition rate. In all other 
respects the spectrometer operates in the conventional manner, the free-induction signal 
following the new pulse sequence being acquired and transformed in the usual way. 

Experiments that use both selective and nonselective pulses could be carried out by 
switching in the attenuator electronically when required, or by dispensing with it 
altogether. Irradiation of a broad band of frequencies essentially uniformly except for 
one chosen narrow band is achieved by means of a nonselective pulse and a selective 
sequence set 180” out of phase and adjusted to have the same overall flip angle. 
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Occasionally it is necessary to irradiate two arbitrarily chosen narrow regions within 
a spectrum. This requires the superposition of two independent selective pulse sequences 
in the time domain. Each sequence is timed to end at the same instant, but the sequences 
begin at different times and have different repetition rates. The control program 
examines the two superimposed sequences for near coincidences, substituting a single 
pulse of twice the width. 

With these simple combinations many kinds of selective excitation experiment can be 
explored. Excitation patterns in the frequency domain that are more complicated than 
these are better implemented by the complete “synthesized excitation” method 
described by Tomlinson and Hill (14). 

3.2. Proton-Coupled Carbon-13 Spectra from Individual Sites 
The analysis of proton-coupled carbon- 13 spectra can present considerable difficulty 

when spin multiplets from different carbon sites overlap. Since the coupling to directly 
bonded protons is often quite complicated, this situation is fairly common, and the task 
of unscrambling the fine structure may require careful manipulation of differential 
solvent shifts or temperature-dependence studies, as in a recent analysis of cydopen- 
tadiene (25). By combining selective excitation and gated decoupling, it is possible to 
circumvent this problem, and display the multiplet structure from each carbon site as a 
separate “subspectrum,” provided only that the fully decoupled carbon-13 resonances 
are sufficiently well resolved (27-30); a separation of the order of 1 Hz is adequate with 
normal linewidths. 

The first stage of the experiment is to prepare the spin system with a nuclear 
Overhauser enhancement by noise irradiation of the protons. In the presence of the 
decoupler each carbon site will give rise to a single carbon-13 resonance line, and one of 
these is chosen for selective irradiation by a DANTE sequence, the others remaining as 
Z magnetization. The decoupling field is then removed, allowing the carbon- 13 nuclei to 
precess according to the proton-coupled spin Hamiltonian, and the resulting free- 
induction signal is recorded. Fourier transformation yields a “subspectrum” ~o~taini~~ 
the multiplet structure associated with only a single carbon site. Repetition of the process 
produces an array of different subspectra which together comprise the conventional 
proton-coupled spectrum. A penalty must be paid in sensitivity or instrument time since 
each subspectrum requires about the same accumulation time as the full coupled 
spectrum. However, it is seldom necessary to record the entire array of subspectra, and 
it is often possible to excite suitable subspectra in pairs which have no overlapping 
lines. An important bonus associated with this method is the significantly improved 
digital resolution in the frequency domain, a feature that is particularly useful for the 
study of fine structure (30). It arises because a subspectrum requires a much narrower 
spectral width than the full coupled spectrum, so that the data points may be more finely 
disposed without folding unwanted lines into the spectrum. 

Figure 10 shows an example of the application of this method to the spectrum of 
menthone. The top trace shows the decoupled carbon-13 spectrum with lines (A) 
through (I) from the nine different carbon sites. The corresponding subspectra are 
shown in traces (a) through (i); in each case the selectivity sufficed to remove all 
interference from other spin multiplets, the solvent, and the lock material. The lowest 
trace shows the conventional proton-coupled carbon-I3 spectrum, and illustrates the 
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FIG. 10. The conventional proton-decoupled carbon-13 spectrum of menthone (top trace) showing 
resonances from nine chemically distinct sites. Traces (a) through (i) show proton-coupled subspectra from 
sites (A) through (I), obtained by selective excitation by a DANTE sequence and gated decoupling. The 
lowest trace shows the conventional proton-coupled spectrum illustrating the complicated overlap of spin 
multiplets. 

complex overlap problem. Subspectra (h) and (i) have been used to provide evidence 
about the rotameric equilibrium in menthone (29). It will be noticed that some 
of the spin multiplets show a significant asymmetry about the chemical shift frequency, 
a consequence of strong coupling in the proton spectrum (109). 

3.3 Suppression of Unwanted Signals 
The investigation of biochemical systems in aqueous solution has been severely 

hampered by the limitations imposed on the dynamic range when the signal is converted 
into digital form in a Fourier transform spectrometer, and even with heavy water as 
solvent, the residual HDO peak can be troublesome. Several ingenious experiments 
have been suggested to suppress unwanted strong solvent peaks. The selective pulse 
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sequence may be employed in a variety of ways to alleviate such problems. A long 
regular sequence of pulses may be used to saturate a particular resonance selectively, 
tbe rest of the spectrum being examined by a subsequent nonselective pulse. Formally 
this experiment would be described by the steady-state solution for the response to a 
regular sequence of pulses (103, 105) provided that the sequence is sufficiently long, 
rather than the transient solutions presented in Section 2.2. The result is very similar to 
the application of a continuous weak radiofrequency field. Figure 11 illustrates the 
application to the proton spectrum of the c&3,5 dimethylpiperidinium ion, showin 
saturation of the water line by a selective pulse sequence several seconds long. IIf the 
duration of the “saturation” sequence is comparable with or shorter than the relevant 
relaxation times, it is still possible to achieve almost complete elimination of the 
irradiated line. Although the net nuclear magnetization from the sample may be 

FIG. 11. Proton spectra of the cis-3,5 dimethylpiperidinium ion in D,SO, solution, with and without 
saturation of the solvent proton line by a DANTE sequence of several seconds’ duration prior to the usual 
n/2 excitation pulse. A weak broad line from NHD+ is detectable in the trace at increased gain, normally 
masked by the tail of the strong solvent line. 

negligible, local magnetization components are merely dispersed by transient notations 
in an inhomogeneous effective field, mainly because the radiofrequency field is spatially 
inhomogeneous (.5,46,47,110). 

Selective excitation (rather than saturation) may also be used to remove unwanted 
lines. For example, a selective 90” pulse followed by a nonselective 90” pulse leaves the 
chosen line with negligible transverse magnetization, but the rest of the spectrum with 
full transverse components. A rather better variation inverts the radiofrequency phase 
between the selective and nonselective pulses, which may have arbitrary but equal flip 
angles. Selective 180° pulses are also useful. Patt and Sykes (7) have described a 
method of eliminating solvent peaks, particularly HDO in biochemical solutions, by 
inverting all resonances with a nonselective 180” pulse, and then exciting the spectrum 
at the precise instant that the HDO peak passes through the null condition. The method 
relies on the faster spin-lattice relaxation of the large solute molecules, but stiffers 
intensity distortions due to different relaxation rates. Substitution of a selective 180” 
pulse would largely circumvent this intensity problem, and improve the sensitivity of the 
method. This experiment, using a low-level pulse rather than a DANTE sequence, has 
recently been described by Gupta (II). 
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3.4. “Hole Burning” 
If a resonance line is inhomogeneously broadened, it is possible in principle to 

saturate a narrow region of the line but leave the remainder essentially unaffected. The 
effect of the strong irradiation is essentially confined to a small restricted volume 
somewhere within the sample, other regions being off-resonance. Bloembergen et al. 
(90) describe this phenomenon as burning a hole in the line. The experiment has 
remained something of a curiosity, but has been employed in double resonance (91) and 
in studies of linewidths in rubber (92). The technique requires an extremely stable and 
finely tunable radiofrequency oscillator, or a suitable sideband of the master oscillator, 
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FIG. 12. One of the inner lines of the proton-coupled carbon-13 quartet of methyl iodide, (a) before and 

(b) after application of a hole-burning DANTE sequence lasting approximately 7 sec. The linewidth is 0.3 
Hz, a typical value for the CFT-20, and the width of the hole approximately 0.1 Hz. 

In a Fourier transform spectrometer an attractive alternative is a long selective pulse 
sequence with low duty cycle. 

Figure 12 shows a hole burnt in one component of the proton-coupled carbon-13 
quartet of methyl iodide by this method. A DANTE sequence of 350 pulses of flip angle 
7rl300 radians, lasting about 7 set, was used to burn the hole, followed by an 
observation pulse of flip angle n/6 radians. This resulted in a hole approximately 0.1 Hz 
wide, or about one-third of the limiting instrument linewidth. Because the pulse sequence 
used lasted rather less than T,, the hole represents, not the steady-state saturation 
reported previously (90-92), but a highly selective transient excitation of restricted 
regions of the sample. 

Since a hole may never be narrower than the natural linewidth, the method may be 
used to give a rough indication of differences in natural linewidth for assignment 
purposes, as well as to provide a simple test for inhomogeneous broadening. 
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3.5. Selective Spin Locking 
The INFERNO experiment described in Section 2.2 may be used to measure spin- 

lattice relaxation times in the rotating frame Tie, for individual lines in a spectrum. In 
liquids, these relaxation times carry similar information to T,, and hence have 
considerable interest. The experiment consists in measuring the magnetization 
remaining after increasing periods of spin locking, normally produced by incrementing 
the number n of locking pulses. Two approaches recommend themselves: acquire an 
transform a series of free-induction decays after increasing periods of spin locking, after 
the manner of a conventional inversion-recovery experiment; or sample the 
magnetization during the interpulse delays, giving a signal decaying with time constant 
T1,. The latter “transparent” method is more difficult, but is a very efficient ~~xperiment 
as it records an entire T1, decay at once. Figure 13 shows the results of spin-locking 
experiments on the proton-decoupled carbon-13 resonances of pyridine, using the 
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FIG. 13. The decay of transverse magnetization in selective spin-locking experiments on the three 
proton-decoupled carbon-13 respnances of pyridine, (a) C2, (b) C4, and (c) C3. The same spectral w-indow 
was used in each case; in a conventional spectrum the three lines appear at offsets of 789, 531, and 301 Hz, 
respectively. The INFERNO pulse sequence was used with an effective spin-locking field intensity of about 
20 Hz. 

former of the two methods in order to emphasize the selective nature of the experiment. 
Because the spin-locking method is less affected by instrumental shortcomings such as 
radiofrequency field inhomogeneity and pulse irreproducibility, these decays are rather 
longer than those obtained by conventional spin-echo refocusing experiments on this 
instrument, although at the present level of experimental technique the results are still 
sensitive to instrumental shortcomings. 

3.6. The Study of Chemical Exchange by Saturation Transfer 
For&n and Hoffman (414.3) described a powerful double-resonance experiment for 

monitoring chemical exchange processes which take place on a time scale comparable 
with relaxation. In this technique the longitudinal magnetization of a resonance is 
measured as a function of time after the perturbation of another resonance with which it 
is exchanging. This perturbation may be the imposition of a saturating field, or a 188” 
pulse, or various other possibilities. 

The experiment has been performed using low-level pulses (111) and saturating fields 
(112-116) in Fourier transform NMR. The largest effects are seen when the 



SELECTIVE EXCITATION IN FT NMR 455 

longitudinal magnetizations of the exchanging sites are monitored after one resonance is 
selectively inverted. This selective inversion may easily be achieved using a DANTE 
sequence with cumulative flip angle 180” on resonance. The expressions for 
magnetization at sites A and B as a function of the delay zr between inversion and 
sampling are 

ikf,*/M,* = 1 - (2k,/P){exp[--$(a - fl)z,l - exp[+.c + ~)z,l~, 

MzB/MoB = 1 - (l/p>{@ + R, - R,)expF-$(cr + p)z,l 

+(J+R,- R,)exp(---$(a - /%,I 1, 

1211 

m31 

where 

and 

a=R, + R,, /I= [(RA -R,)’ + 4kAk,l”2, 

RA = kA + (liT,A), R, = k, + (l/T,,). 

TABLE 2 

SEQUENCE OF EVENTS FOR OBTAINING A DIFFERENCE SPECTRUM 
AFTER SELECTIVE INVERSION 

(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 

(10) 

Wait for equilibrium 
Nonselective 90° sampling pulse 
Acquire free induction decay and add to store 
Wait for equilibrium 
DANTE pulse sequence with 180° flip angle on resonance 
Exchange delay r, 
Nonselective 90° sampling pulse 
Acquire free-induction decay and subtract from store 
Improve signal-to-noise by repeating (1) through (8) 
Fourier transform averaged signal to obtain difference spectrum 

Thus by monitoring the recovery curves of sites A and B it is possible in favourable 
cases to extract both the exchange rate constants, k, and k,, and the longitudinal 
relaxation times, r,, and TIB, of the two sites. 

In order to obtain cleaner spectra and more reproducible results, a form of difference 
spectroscopy may be used (111,117). Time averaging is carried out by alternately CQ- 
adding the transients following an isolated 90° pulse and subtracting those obtained 
after selective inversion. This difference signal transforms to a spectrum which is the 
difference between the equilibrium spectrum and the perturbed spectrum. The overall 
sequence of events is summarized in Table 2. The method thus yields spectra showin 
the deviation from equilibrium longitudinal magnetization caused by the selective 
inversion, allowing the transfer of magnetization to be followed as a function of time, 
without interference from any overlapping lines. 

Figure 14 shows a series of such difference spectroscopy experiments with increasin 
exchange delays z, performed on the 3,5 carbon resonances of the 1,2,6-trimethyl- 
piperidinium ion in slightly alkaline solution. This undergoes slow interconversion 
between the equatorial N-methyl and axial N-methyl stereoisomers, so that the inversion 



456 MORRIS AND FREEMAN 

/ /ooo Hz d 
FIG. 14. Study of chemical exchange rates by a selective population inversion experiment, u&g a 

DANTE pulse sequence of seventeen pulses of flip angle ;ir/17 radians, lasting 45 msec. The top trace shows 
the full proton-decoupled carbon-13 spectrum of the 1,2$trimethylpiperidinium ion, containing lines from 
both the interconverting equatorial and axial N-methyl stereoisomers. The difference spectra below were 
obtained by subtracting the inverted and conventional free-induction decays, leading to spectra showmg *he 
decrease in 2 magnetization caused by the selective inversion. The time axis represents the delay Z, after 
selective inversion of the low-field (equatorial N-methyl stereoisomer) line, showing the transfer of negative 
Z magnetization to the weaker high-field line of the axial stereoisomer. 

of the 3,s carbon resonance of the equatorial species (the left-hand line of Fig. 14) 
causes transfer of negative 2 magnetization to the 3,5 resonances of the axial 
stereoisomer. The difference spectra thus show a biexponential decay for the equatorial 
resonance recovering from inversion, while the axial resonance first loses ma~~etiza~io~ 
to the equatorial resonance and then returns slowly to equilibrium. The time scale of 
Fig. 14 is split in order to show the growth of magnetization exchange, followed by the 
slower, relaxation-limited return to equilibrium. The conventional spectrum in the 
diagram illustrates an important advantage of the difference spectroscopy techni- 
que-the 3,s resonance of the axial stereoisomer overlaps with the axial N-methyl line, 
making it difficult to measure accurately the intensity changes of the former. An 
analysis of the results yields the values T,, = T,, = 1.1 i 0.2 set, k, = 3.4 1. 0.5 s~c-~, 
and k, = 1.6 & 0.5 set-i. 

4. DISCUSSION 

In the preceding pages some general principles for selective excitation in Fourier 
transform NMR have been established, and applied to one particular family of 
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experiments based on the DANTE plus sequence. A range of techniques involving 
transient and steady-state selective irradiation has been shown to be possible on simple 
conventional instrumentation. 

The use of the linear approximation and Fourier transformation methods greatly 
facilitates the design of selective experiments, by providing an easy link between a 
desired excitation spectrum and the necessary pulse sequence. The biggest advantage of 
the DANTE sequence is of course its simplicity; on the CFT-20 the added pulse 
programming can amount to less than two dozen locations. In the vast majority of cases 
the characteristic multiple sine function excitation spectra are quite adequate; however, 
in more critical situations the use of Fourier transform concepts can allow the selec- 
tivity of the DANTE sequence to be enhanced without recourse to the full 
Tomlinson/Hill synthesized excitation experiment (14). 

When it is desirable to excite a particularly narrow spectral region, the lobes of the 
sine functions in the excitation spectrum can cause problems by giving limited excitation 
to neighboring resonances. The ideal rectangular “window” function spectrum can be 
more closely approached by modulating the DANTE sequence with a sine function 
envelope (or possibly just a crude approximation to it). Thus by giving each pulse in a 
DANTE sequence an amplitude (or more simply a width) determined by a preset recipe 
such that the flip angles of successive pulses follow an approximate sin (t)/t dependence, 
a more rectangular window excitation spectrum may be produced. 

In wide and crowded spectra the presence of more than one maximum in the 
excitation spectrum (i.e., the presence of many sidebands) may be a problem. The 
number of these sidebands may be reduced by phase modulating the pulses in a 
DANTE sequence. For example, alternating the phases of successive pulses to give 
alternate positive and negative flip angles leads to an excitation spectrum with maxima 
not at u, + n/r as in a conventional DANTE experiment, but at v,, + l/(22) + n/r. This 
means in effect that to excite the same frequency a phase-alternated DANTE sequence 
would use twice the pulse repetition rate of a normal sequence, giving twice the sideband 
spacing. 

The linearity of the Fourier transform operation (the transform of the sum of two 
functions is the sum of their individual transforms) means that more complex excitation 
spectra may be produced by adding together different pulse sequences. Thus the 
construction of a pulse sequence by adding two DANTE sequences with pulse spacing 
r1 and rZ leads to an excitation spectrum containing maxima at v,, + n/r, and v0 -+ ralr,. 
This allows the simultaneous excitation of two independent frequencies, as illustrated in 
Fig. 15; phase coherence between the two excited resonances is achieved by finishing 
both DANTE sequences at the same moment. 

The combination of excitation by DANTE sequence and gated decoupling, a 
possibility first envisaged by Miiller et al. (118), is an example of a useful class of 
experiments having no counterparts in continuous-wave or slow-passage spectroscopy. 
The time-domain character of Fourier transform spectroscopy makes it possible to 
change experimental conditions between excitation and observation, allowing cor- 
relations to be made between different types of spectrum of the same sample. Thus in 
the example given in Fig. 10, by exciting a decoupled carbon-13 resonance and 
measuring the response under proton-coupled conditions it is possible to obtain the 
multiplet structure associated with one decoupled line. The experiment could equally, 
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FIG. 15. The superposition (c) of two DANTE pulse sequences (a) and (b) with different repetition rates, 
Trace (d) shows the frequency-domain excitation spectrum calculated by Fourier transformation of the 
time-domain pattern (c). This scheme permits selective irradiation of two arbitrary frequencies. 

although less usefully, have been performed by exciting one line in the coupled spectrum 
and acquiring the free-induction decay with proton decoupling. In this way the ~herni~~. 
shift corresponding to any line in the coupled spectrum may be measured. 

Naturally the technique is not restricted to carbon-13-proton double resonance; 
similar experiments could be envisaged for any pair of coupled nuclei, or for homo- 
nuclear coupling between widely separated groups of resonances. The analysis of 
spectra containing two types of heteronuclear coupling, for example, partially 
fluorinated compounds, could be greatly facilitated by observing coupled carbon-I3 
subspectra after selective excitation in the presence of proton or fluorine decoupling. In 
very complex carbon-13 spectra, off-resonance decoupling is frequently used to obtain 
information about multiplicity. Selective excitation could remove overlap in the off- 
resonance decoupled spectrum by changing the decoupling conditions from noisy on- 
resonance to coherent off-resonance. 

A more prosaic advantage of being able to examine small regions of coupled spectra 
at a time is that the available digitization may be more effectively used without inter- 
ference from folded lines. This has been exploited in some high-resolution measure- 
ments on the proton-coupled carbon- 13 spectrum of pyridine (30). 

Several more-complex methods have recently been proposed for decompo§i~~ 
coupled carbon-13 spectra into multiplets from different carbon sites (118-ILL’), using 
the technique of double Fourier transform NMR (123-125). For small systems 
selective excitation method has the advantages of simplicity and better signal-to-noise 
ratio, although the latter no longer applies in more complex spectra, since the double 
Fourier transform techniques acquire information about all carbon sites in a molecule in 
a single experiment. Some two-dimensional spectroscopy techniques (those based on 
“J” or “spin-echo” spectroscopy) have the added advantage of providing li~ewidtb~ 
which in principle are limited not by magnetic field inhomogeneity but by T2 relaxation. 
The “proton flip” two-dimensional J-spectroscopy experiment can also provide extra 
information about strong coupling (122). 

The study of chemical exchange by monitoring the transfer of saturation s first 
performed in continuous-wave mode by Forsen and Hoffman (41-43), but le itself 
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readily to Fourier transform experiments (111-116). Of the many techniques possible, 
one of the most powerful is to invert a magnetization at site A, and monitor the recovery 
both of this resonance and that of site B with which it is exchanging. Together with 
difference spectroscopy, as described in Section 3.6, the use of the DANTE sequence 
for selective inversion here allows a simple and clean determination of exchange rate 
constants. The full range of rate constants between those accessible by line shape 
analysis and those comparable with relaxation rates may be covered. Three site 
exchange problems (4.3) may be dealt with using single and dual DANTE sequences for 
inversion. 

The measurement of T, (or the similar parameter T,,) in high-resolution N 
Fourier transform methods has proved a difficult goal to achieve on a routine basis. One 
possible response to the problem is to use instrumentally less demanding techniques on 
individual resonances, rather than try to measure all resonances in a spectrum 
simultaneously. The INFERNO experiment is simple and effective, and in its 
“transparent” version, is capable of obtaining results more quickly than nonselective 
methods when applied to small molecules. Dual or multiple DANTE sequences would 
enhance the speed of the method by allowing more than one resonance to be spin locked 
at once. 

The hole-burning experiment is a quick and useful test for inhomogeneous 
broadening. A number of other possible uses exist; for instance it should be feasible to 
identify regressively connected transitions in coupled systems by burning a hole in one 
line and seeing which other lines are affected. In more general terms, the selective 
perturbation of populations in strongly coupled systems can lead to a variety of useful 
and interesting effects. 

All the experiments described in this paper may of course be performed using low- 
level continuous radiofrequency pulses, rather than DANTE sequences, on spectro- 
meters with weak pulse facilities. The DANTE sequence does, however, have the 
advantage that total flip angle and selectivity may be controlled independently, without 
changing the pulse power. The wide range of selective experiments possible has yet to be 
fully exploited; the DANTE family of techniques represents one approach to 
performing such experiments on conventional Fourier transform spectrometers. A 
simple selective excitation program using the DANTE sequence, SELEX MK6, has 
been written for unmodified CFT-20 spectrometers, and is available from the authors on 
request. 
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